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Data, if used responsibly, can solve social problems and challenges while offering tremendous potential for innovation. This is as true for children as it is for adults.

**Key Messages:**

Children, however, are more vulnerable than adults and are less able to understand the long-term implications of consenting to their data collection. Existing privacy and fairness concerns stemming from the collection of adults’ data are magnified when it comes to the collection of data from children, given their greater cognitive, emotional, and physical vulnerabilities.

The implications of surveillance and tracking are also more significant for children due to greater exposure over their lifetime, and due to the importance of childhood as a time for development and experimentation with identity. How data are collected, stored and processed affects how data are then used to inform decisions that affect children’s current and future lives.

As all areas of children’s lives become increasingly enmeshed with digital technologies, it is possible to envision a future in which these technological advancements are primarily applied in service of children and their communities.

To achieve this future, guiderails and benchmarks need to be established that will help govern children’s data in a responsible way. This means that harnessing of data for social good can’t come at the expense of children’s privacy, protection, or well-being. It also means that the benefits of data collection and use should be spread evenly across the developed and developing world.

Better data governance for children, with clear duties, standards and responsibilities, is critical to ensure that children are protected, and that data are used as a force for good for generations to come.
The hurdles standing in the way of better governance of children’s data are many and complex, and they have been allowed to grow largely unchallenged as data have come to play a growing role in children’s lives.

What are the challenges?

» **Surveillance culture threatens children’s freedom and privacy.** Surveillance by corporations and governments can have a chilling effect on children at a key development stage, and the permanence of data can have a negative impact on their futures.

» **Poor protection of children’s sensitive data paves the way for even more surveillance and use in unanticipated and harmful ways.** The lack of clear regulation, standards, and limits on how children’s data are managed – including the commercialization of these data – creates both short- and long-term risks.

» **Predictive analytics can amplify existing discrimination and bias.** Artificial Intelligence is increasingly used to make critical decisions for children, such as allocation of welfare benefits or where schools should be built. When these systems use biased data sets, discrimination can result.

» **Children’s data can be used to manipulate and influence their behaviour.** Civil society organizations, governments and social media platforms increasingly deploy ‘microtargeting’ to shape children’s beliefs on issues such as gender or political participation. Children are highly susceptible to these techniques which, if used for harmful goals, are unethical and undermine children’s freedom of expression.
Executive Summary

» Legal frameworks generally overlook the risks for children of group data profiling. Social media companies, for example, use children’s data to group them into segments and micro target them with advertising. Such group data, if exploited, can reveal characteristics, attributes, and locations of children. Aggregated, non-personal data need further exploration and adequate regulation.

» Balancing conflicting rights is challenging. Emerging tensions between seemingly conflicting rights – for example, protection and privacy – can be difficult to reconcile. Issues such as age verification, encryption and use of parental controls must be considered in connection with children’s wishes, capacities and freedoms.

» Data governance does not account for children’s evolving capacities and different experiences. Children and adolescents have differing levels of awareness of what information is collected online and for what purposes. But data privacy laws and policies at best treat children as a homogeneous group.

» Most data regimes do not adequately address consent, child protection and representation. Using age to indicate that a child can understand terms and conditions and consent to data collection may not be meaningful or appropriate. In addition, the internet makes it tough to obtain parental consent, while current consent frameworks may lead to parents and guardians overriding children’s rights to freedom of expression and participation.
These ten actions form a Manifesto that articulates a vision for a better approach to children’s data. The international community must consider these actions when developing and implementing data governance frameworks.

1. **PROTECT children and their rights through child-centred data governance.** Such data governance should adhere to internationally agreed standards that minimize the use of surveillance and algorithms for profiling children’s behaviour.

2. **PRIORITIZE children’s best interests in all decisions about children’s data.** Governments and companies should give priority to children’s rights in their data collection, and processing and storage practices.

3. **CONSIDER children’s unique identities, evolving capacities and circumstances in data governance frameworks.** Every child is different and children mature as they get older, so data governance regulations must be flexible. Marginalised children must never be left behind.

4. **SHIFT responsibility for data protection from children to companies and governments.** Extend the protection measures to all children below the age of 18, regardless of the age of consent.

5. **COLLABORATE with children and their communities in policy building and management of their data.** Through distributed models of data governance, children and their communities should have more say in how data is processed, by whom it can be processed, and with whom it can be shared.

6. **REPRESENT children’s interests within administrative and judicial processes, as well as redress mechanisms.** It is imperative that children’s rights are integrated into existing mechanisms, such as the work of data protection authorities.

7. **PROVIDE adequate resources to implement child-inclusive data governance frameworks.** Data protection authorities and technology companies must employ staff who understand children’s rights, and governments should allocate funding for regulatory oversight.

8. **USE policy innovation in data governance to solve complex problems and accelerate results for children.** Policy innovation can help public authorities to make the most of data, while at the same time safeguarding children’s rights.

9. **BRIDGE knowledge gaps in the realm of data governance for children.** There are some urgent knowledge gaps that need further research to ensure that data governance regulations are evidence-based.

10. **STRENGTHEN international collaboration for children’s data governance and promote knowledge and policy transfer among countries.** This Manifesto calls for greater global coordination on law and policy. Uncoordinated national-level data governance laws can lead to competing assertions of jurisdiction and conflict.
Introduction
By the time a child turns 18, tens of thousands of data points will have been collected about them.²

Why a Manifesto on children’s data governance?

Children’s data are captured and used in a multitude of ways in both high-tech and low-tech societies – from the time they are in the womb, when some parents capture and share ultrasound images – to adulthood. From the earliest possible ages children’s photos and other data are digitized and uploaded to the internet. They are observed by parents as well as private companies through baby cameras and toys embedded with data-generating sensors. As they grow older, children use mobile devices for entertainment, including educational games and videos. As pre-teens and teenagers, children access social media, messaging apps, and other platforms and channels that help them stay connected with their peers, teachers and the wider world. Companies that manage these platforms, and third parties who have access to these data, have an exclusive view into their lives and habits.
What are personal data?
Personal data are defined as any information that relates to an identified or identifiable living individual. Personal data under the General Data Protection Regulation (GDPR) and as defined by the Child Online Privacy Protection Act (COPPA) includes online identifiers such as device ID, IP address, cookies, geolocation information, photos, videos, audio recordings, browser type and plug-in details. Personal data also includes different pieces of information which, when collected together, could identify a particular person, and any data that have been de-identified but could be used to re-identify a person. For data to be truly anonymous the anonymization must be irreversible.

Governments too collect data about children – from the increasing use of biometric technology in birth registration, through to inclusion in public sector data systems, school records, health tracking systems, and national ID systems. In contexts where basic services are not delivered by government, data is also collected by NGOs, international organizations and UN agencies. Some groups of children such as children on the move, children in alternative care, and children in conflict with the law, may be subject to more data collection than others.

Data, if used responsibly, can have transformative power for solving social problems and can offer tremendous potential for innovation. Data collection and processing at scale now underpin many health, education and social services used for and by children. This information is often used to make assessments and determinations of children’s needs, abilities and future prospects. Data collected from and about children also provide a rich evidence base from which companies and governments can improve their effectiveness and efficiency.

The challenge we are facing today, during a period of exponential growth of data, is how to maximize the benefits gleaned from data, while at the same time ensuring that individuals, including children, are protected, empowered and endowed with control over their personal data and knowledge of their use. We hope that the future offers a scenario where data from and about children is used solely and exclusively for their benefit – for example, to identify their potentials or their vulnerabilities and to help us offer better targeted support and preventative services.

We believe that children’s data merit special protection and a distinct consideration in international and national governance regimes. Misuse of children’s data violates their rights under the UN Convention on the Rights of the Child (CRC). Respect for and implementation of these rights as we move further into the digital age are not only legal and moral imperatives, but also represent an important step towards ensuring children’s psychological and physical well-being. States, companies and guardians have a duty under existing international human rights laws to prevent children’s personal information and data from being used to exploit them or violate their freedoms.
The main difference between general data governance and children’s data governance is the presumption that children cannot effectively advance and advocate on behalf of their own interests because of their age and capacity. We outline four key reasons why specific consideration should be given to children:

- **Childhood** is a period of growth and experimentation, and children’s choices and preferences shift and change as they explore their worlds and their identities. Privacy and protection of their identity and their information enables them to develop their personalities.

- **Children** are a group with limited autonomy which, depending on their age and evolving capacities, makes them less suited than adults to provide meaningful consent for their data collection and use. Even when children and those around them know that their data are being collected, they often do not have clarity about how these data are used, by whom, for what purposes, nor do they have a meaningful ability to respond to potential negative consequences of data use. Governments, businesses and public/private welfare bodies all have responsibilities in relation to children and their data. However, the power imbalance that exists in the physical and the digital world, such as the power disparity between a child and an adult, a large corporation and an individual, or government and citizen, places children in an especially vulnerable position.

- **Children generally care** about the collection and use of their data, but feel they do not have a choice in decisions about how their data are collected and used. Evidence shows that children have different levels of awareness that online disclosure of information has privacy consequences. They continuously navigate between the desire to engage with others and the desire to protect themselves. However, even when they are careful with the data they share, children have little control over the data others (parents, peers) share about them and how their data are used by third parties, leading to a seemingly ambivalent or resigned attitude to data privacy.

- **Insights derived from children’s data** can support research, development and provision of services, thus poor data governance may lead to loss of potential benefits for children. Good governance of children’s data is not only beneficial for them, it can be beneficial for development, business and a data-driven economy.
This document has a dual aim: first, to raise awareness of the issues specific to children’s data by analysing the current status and pointing to key gaps in policy and practice; and second, to encourage governments, businesses and public/private welfare bodies to specifically address children’s rights within existing and future data governance frameworks.

With a growing number of countries introducing data protection regulation, we have an opportunity to bring about positive change that benefits the youngest members of society. Better data governance for children, with clear duties, standards and responsibilities that span the full ecosystem of data, is critical to ensure children are protected from data misuse and resulting harms, and that data are used as a force for good for generations to come.
UNICEF’s Office of Global Insight and Policy worked with a group of 17 global experts from a range of disciplines and perspectives to explore trends in the governance of children’s data, including the tensions between different rules and norms, emerging concepts and practice, and implications for policy and regulation.

How was the Manifesto developed?

Members of the working group developed a set of background papers exploring a wide range of issues related to children’s data governance, including marketing and advertising to children, state surveillance of children through their data, education and health surveillance data, group profiling and demographically identifiable information, the potential role for data fiduciaries, the right to be forgotten, and models for a child-rights-by-design approach for technology companies. We drew from these papers as well as from working group discussions and debate. We also curated information and ideas from diverse sources, including existing literature and policy documents, media reports related to data governance, key informant interviews, events and online meetings, and other sources. Finally, we shared the draft findings and recommendations with more than 100 experts through online workshops and meetings, whose valuable insights have helped shape this final version of the Manifesto.
PART 1

Children’s data and their rights
Numerous actors collect and share children’s data for a multitude of purposes, in ways that are often so seamless that neither children nor their adult guardians are aware that their data are being captured and processed.

The ecosystem of children’s digital data

The digital data ecosystem is complex and intertwined with every part of a child’s life. While details change according to the context, the data ecosystem has several key players.

- **Governments**, including various agencies, enact laws and regulations related to data processing and use; collect, process, share, store children’s data; and use data to make public policy decisions about and for children.

- **Private sector companies and platforms** collect, process, share, store children’s data; make decisions about how children’s data will be collected, processed, shared, used and maintained and in which systems; and use children’s data to make business decisions. Data collected from users of social media platforms, including children, come from registration and login details, online activity, content produced by users and information generated from personal devices.  

- **Data brokers** are third party companies that collect data points about individuals (age and gender, interests, education level, state of health, religion and other) and create user segments or profiles which they sell to companies. Data brokers often operate behind the scenes and are outside the control of individuals using these online platforms and services.
• **Non-profit organizations** collect, aggregate, process, share children’s data; make decisions about how data will be collected, processed, shared, used and maintained and in which system; and make decisions on services offered to children.

• **Parents and guardians** generate and share children’s data, and act as proxies for their children when consenting to children’s data use.

• **Children** create data points about themselves and their peers, they share their data with others, and consent to their data being processed.

These actors do not operate in isolation and data often flow between multiple actors. The lines between these actors, often in public-private partnerships, makes data governance and accountability challenging. Nevertheless, all these entities, regardless of their role along the data life cycle, are responsible for protecting children’s data and upholding children’s rights. Some examples of children’s data flow are below:

• **A school** might mandate the use of an online child safeguarding program on both school-issued devices and student personal devices. The software, designed by private companies to surveil children’s web searches, might also enable teachers to monitor what children type in real time, and match this with a list of thousands of words that can indicate harmful behaviours, such as abuse, self-harm, violence or extremism. Data from this kind of safeguarding software can be used to refer children to a government intervention or a watchlist.12
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- A government might share or sell its population’s health data to a commercial data analytics firm to generate insights to plan a national health strategy. The commercial firm might build a profitable commercial health algorithm using this data, or it might sell data models to health insurance companies to predict who will be healthy or sick.

- A private sector platform might share video footage from a home security camera system or public spaces that children frequent with law enforcement or government authorities, regardless of whether a person captured by the camera has given their consent or if the individual is a child.

- A non-profit organization might develop a wearable digital necklace for infants, initially for the purpose of reducing child mortality by tracking immunizations. The uses of the tool might then be expanded to include the collection of biometric information from babies, mothers and health workers, and several private sector actors might be brought in across different countries, with whom data would be shared, used, and re-used.

Sitra Digitrail Survey

A two-week study of the online data flows of six individuals carried out by Sitra, an independent public foundation from Finland, illustrates the complexity of this ecosystem. The aim of the study was to find out how much data is being collected from each individual and which third party companies have access to the data. Test subjects included a 16-year-old boy, a student, a politician, a journalist, a company director and a retiree. The study uncovered a host of second and third parties behind the services that the test subjects used directly. One website, for example, shared data with 56 different parties. Test subjects were aware that they had approved some level of data collection by using an online service, but they were surprised by the names and number of the third parties that also had access to their data. Unsurprisingly, they had not read the terms and conditions and cookie settings for the services that they used.

The 16-year-old boy’s data were transmitted to 114 companies and a total of 44 advertising companies, the largest amount of data of all the study subjects. The actual number of websites using advertising technology was likely higher, considering that not all of the packets sent to advertising servers provided
reference values indicating the website to which the request was related. The type of data collected by Google about the boy included: profile data, phone configuration, information on the phone’s application store, browser settings, location history, stored locations, task lists, YouTube searches and viewing history, and other data related to his Gmail account. Test subjects sent a query to other service providers to ask what data were being collected about them and how they were being profiled (a right afforded by the GDPR), yet these companies did not respond. This small-scale case study is just one illustration of the immense volume of data points collected on children and the monetary value placed on children’s data, in particular by advertising agencies.

According to Sitra’s digiprofile test\textsuperscript{17} taken by around 20,000 individuals, young people below 20 years old and the over-65 population had similar, limited levels of knowledge about the basics of data economy, online data protection, and trust towards digital service providers.
The United Nations Convention on the Rights of the Child (CRC) is one of the most comprehensive and most broadly ratified treaties in the world.

A child rights framework in the data context

While it was adopted more than 30 years ago, its universal and forward-looking principles and provisions are deeply relevant today. While the Convention is not a legally binding instrument on the business sector, it recognizes the responsibilities of private actors to respect children’s rights. Further to Article 3.1 of the CRC, and General Comment No. 16, all decisions made by States Parties or by private actors, including business enterprises in the digital environment, and both public and private welfare organizations, should consider children’s evolving capacities, their best interests, and the promotion and protection of all their rights. The relevance to and applicability of the Convention on the digital environment is fully laid out in General Comment No. 25, which we explore in greater depth later in this document. The CRC can be directly applied to children’s data, as summarized below:

- **The right not to be discriminated against (Article 2)**
  Children’s data should never be used to discriminate against them negatively or in ways that impact their well-being, access to information, or digital opportunities. When data are used to profile children or for automated decision-making, a careful analysis can help ensure that underlying models are not created with biased data or assumptions.
• The best interests of the child and the right to be heard (Articles 3 and 12)
Children’s best interests should be the primary consideration, even in the face of lawful bases for data collection. All actors involved in the children’s data system are encouraged to understand how to uphold the best interests of the child even when they seemingly clash with the interests of companies, organizations, or governments. Children have the right to be heard in any processes related to their data and digital experiences and be involved in governance, decision and policymaking and design of products, wherever possible.

• Age and evolving capacity (Article 5)
Childhood, defined as the period between 0 and 18 years of age, is a time when attitudes, preferences and identity are fluid and under formation. The capacity to make informed decisions and to exercise full agency is lower for younger children, presenting unique challenges when it comes to data privacy and to the myriad ways that data are used. The ‘evolving capacities of the child’ concept means that the direction and guidance, provided by parents or others with responsibility for the child, must take into account the capacities of the child to exercise rights on their own behalf. As children grow and develop, they acquire enhanced competencies, need less direction, and have greater capacity to take responsibility for decisions affecting their lives, including the use of their data.

• Freedom of expression, freedom of thought, and the right to seek or share information and ideas (Articles 13, 14)
Children have the right to freedom of expression, which includes the freedom to seek, receive and impart information and ideas of all kinds, regardless of frontiers. The use of automated decision-making with opaque algorithms based on children’s data, as well as echo chambers and self-referential information bubbles, can have negative consequences for children. Children also have the right to freedom of thought, which prevents the use of non-transparent nudge techniques and persuasive technologies for behavioural modulation and manipulation.

• The right to privacy (Article 16)
Children have the right to private and family life in the digital environment, which includes the protection of their personal data. Without the ability to think, write and communicate
private, children will choose to self-censor rather than experiment with ideas that bring the risk of social, legal or physical consequences.\textsuperscript{22,23} The confidentiality of their correspondence and private communications is vital, and so is full control of their data, and the right to opt out of data collection or to have their data erased at any time. Children have the right to privacy vis-à-vis their governments, private companies, civil society actors, international organizations, and to some extent, from their own parents.

- **The right to be protected from exploitation (Articles 19 and 32)**
  Children have the right to be protected from all forms of physical or mental violence, injury or abuse, negligent treatment, maltreatment or exploitation that may be a consequence of the use of their data. They also have the right to be protected from economic exploitation, including through the monetization of personal data, profiling and automated decision-making, microtargeting of advertising, distribution of child sex abuse images facilitated by persistent identifiers, and unauthorized artistic child labour.\textsuperscript{24}

- **The rights to development, health, education, rest, leisure and play (Articles 6, 24, 28, 31)**
  The responsible use of children’s data by all actors in the digital environment could favour harmonious, healthy and integrated physical, mental, spiritual, moral and social development. Likewise, children’s access to services or information that contribute to their development, health, education and leisure should not be conditioned on their provision of personal data in return.

- **The rights to free expression of identity, assembly, diversity of information sources (Articles 8, 17, 15)**
  The CRC recognizes that children are more vulnerable than adults, and that they are in a stage of discovering and deepening their identities and belief systems. In addition to universal human rights, children have participation and protection rights designed to enable them to express themselves and to explore and experiment safely with ideas and identities without being subjected to surveillance or pressure.\textsuperscript{25,26}
The term “best interests of the child” broadly describes a child’s well-being as determined by a variety of individual circumstances, such as the age, the level of maturity of the child, the presence or absence of parents, the child’s environment and experiences. Interpretation and application of the best interest of the child can happen at an individual or collective level.27

The full realization of children’s rights is a difficult balancing act. It requires harmonization between the child participation principle and the right to freedom of expression, for example, and other rights and principles such as the right to protection and the principle of the best interest of the child.28

Key areas of concern for children’s data governance

Appropriate and responsible use and analysis of data can be beneficial for evidence-based law and policymaking, or as part of ethical research, to improve children’s lives. Preventing children from engaging in the online world can curtail their freedoms, while preventing use of their data for development of services may limit opportunities. Children are deprived of their rights through misuse of their data in ways that exploit them, discriminate against them, deny their freedoms, and create societal norms that are unhealthy or damaging.

While this Manifesto focuses on children’s data governance, a key point to remember is that many children around the world are not able to enjoy their digital participation rights due to a lack of access to online spaces. UNICEF estimated in 2020 that two-thirds of children and young people aged 25 years or less did not have an internet connection at home. In high-income countries some 87 per cent of children aged 3-17 and young people between 18 and 25 have an internet connection at home, whereas in low-income countries only 6 per cent do. Disparities between rural and urban areas and wealthy and poor households in all countries are also persistent.29 While being offline means that children are less affected by exploitation of their data, it also means that they are excluded from digital data sets that are driving decision-making, and they might not be able to access online benefits and services.
Key emerging concerns related to the use and processing of children’s data are outlined below.

1. Surveillance culture threatens children’s freedom and privacy

The collection of multiple data points on children may lead to their surveillance, both as individuals and groups. Their data is gathered by private companies for commercial purposes and by governments as part of national security efforts or for political reasons. Children’s data are also captured indirectly because there are few mechanisms that filter children’s data out of broad data collection efforts. Once legitimized, this culture of surveillance is difficult to undermine or change.

Children are important targets of the business model that aims to maximize the use of data. Data-driven global marketing and sales systems are embedded into digital platforms and services that are popular with young people. Tracking and targeting software enables access to and analysis of children’s personal and consumer data, including information about purchases, devices, online behaviours, location, financial status and health. These data are used to create groups or ‘profiles’ of users who advertisers target to drive purchases and media consumption, and to influence other online and offline behaviours. By their very design, platforms and applications encourage attachment to social stimulation and the feedback that come through ‘liking’ and other forms of interaction on social media, all of which leave behind a data trail. While these systems were not created or intended specifically for children, it is important to acknowledge that children are spending most of their time in online spaces intended for adults and that their behaviours are tracked as though they are older.

These advertising and marketing practices raise significant concerns about exposure to advertising itself, as well as to collection, storage and the present and future use of children’s digital data. They also point to issues related to the monetization and use of children’s personal data. In addition to potentially exposing children to harmful and inappropriate products such as unhealthy food, these marketing techniques are used to manipulate children’s consumption patterns and behaviours, thus infringing on their freedom of choice and
expression. Compounding these problems, the regulatory frameworks to address child privacy and data protection in the commercial digital environment are nascent, fragmented and limited to children below a certain age group – usually 13 or 16 years old where the Children’s Online Privacy Protection Act (COPPA, United States) or General Data Protection Regulation (GDPR, European Union) apply.\textsuperscript{24}

**Surveillance is also a core strategy that governments use to monitor their populations, exert control, address security concerns and establish a desired public order.** State surveillance is not a new phenomenon, but new and ever cheaper systems for collecting and processing data have made state surveillance easier and less expensive.\textsuperscript{35} On the one hand, commercial tracking and monitoring tactics have been adapted by States to surveil their populations, on the other hand, military communication and surveillance technologies have been adapted for commercial use. While some state surveillance can be legitimate, for example, public safety, national security, and disease tracking and monitoring, these measures are often implemented without much regard for human rights, the right to privacy and freedom of expression, or the rights of association and assembly.\textsuperscript{36} Many of these new surveillance technologies develop faster than the legislative frameworks that should govern them.\textsuperscript{37}

Strategies that governments employ to surveil their populations range from the use of artificial intelligence (AI) and big data surveillance tools, to passive or targeted surveillance. While children are considered a protected group because of their maturity and capacities, the law grants them little or no protection from government surveillance. Given that children and young people rely heavily on digital platforms to organize themselves and participate in civic life, government surveillance affects their right to freedom of expression and peaceful assembly. According to their maturity and capacity, children may be more or less able to understand the potential implications of surveillance when they make choices about activities in which they participate, where surveillance might be active, or about the risks of being included in broader population sets. The effects of this increased surveillance can follow children throughout their lives. They might be detained for protesting due to the greater capacities of these surveillance tools to identify and locate individuals, leading to deprivation of liberty and a permanent criminal record. They might also lose social status, have trouble accessing employment or benefits, or face obstacles in being admitted to schools.
2. Poor protection of children’s sensitive data paves the way for even more surveillance and use in unanticipated and harmful ways

In a drive for efficiency, effectiveness and scale, children’s data is widely collected for reasons of protection, health care, education, humanitarian aid, development assistance, and other social welfare purposes. Technology can improve efficiency and scalability of these services while data-improved tracking capabilities can contribute to better decision-making and targeting of funds and programmes. However, if internationally agreed norms and standards such as data minimization, purpose limitation, and privacy protection are not applied, children’s confidential data are left unprotected from use or sharing in unforeseen, unanticipated, and harmful ways.38 Furthermore, social service agencies frequently rely on technology platforms and tools developed by private companies. This blurs the lines between public service and commerce, and opens the door to monetization and commercialization of data.

Children’s health data is one area where there are significant ethical and safety concerns. These were amplified with the arrival of the COVID-19 pandemic in 2020. As greater amounts of data are being collected in efforts to halt the spread of the virus, the traditional controls on health data sharing and use were relaxed by many governments.39,40 Health data are generally considered sensitive and afforded higher levels of protection because they provide comprehensive information on an individual. Stigma and discrimination can result from poor protection of sensitive health data, especially in the case of HIV, STDs, and mental health conditions. While this affects people of all ages, the vulnerability and developmental stage of children means that this could have more permanent or long-lasting effects. Insurance companies might charge higher insurance premiums or deny coverage if they have information about past health conditions, and educators might make assumptions about a child’s ability to learn or perform in school, based on sensitive health data.41

The advances made in technology and the potential for highly lucrative uses of health data have pushed the boundaries of privacy. Health data for research purposes used to be collected primarily through clinical research and regulated by ethics bureaux or institutional review boards. Health records for patient care were
largely held by local or national facilities offline. Today, unregulated digital health and well-being apps collect and process children’s health data and combine clinical and consumer data for research purposes. Fitness trackers and wearables, menstruation tracking apps, and mental health apps are just some examples of private sector health apps popular among children and youth that collect highly sensitive data, including real-time GPS data and reported or inferred emotional states. Because mobile phone apps routinely collect so much identifying data, it becomes nearly impossible to de-identify data in order to protect privacy. Even if consent for research is obtained, researchers often struggle to explain with accuracy and confidence exactly where data might end up, how long it is stored, how it is used, and by whom. Children and youth might not understand that private and personal insights are being gleaned from their data and used for other purposes, such as marketing, influencing beliefs and behaviour, automated decisions related to services like health insurance, predictive analytics which may result in false positives or negatives, and various forms of background checks.

The use of technology in education systems is another area of major growth for the commercial sector. While it is generally accepted that health data are sensitive, in the case of education data, there is less consensus, despite the fact that education technology (ed tech) increasingly permeates so many aspects of children’s learning experiences. In its 2021 study of COVID-related school closures, UNICEF found that 90 per cent of education ministries worldwide used some form of ed tech to provide remote learning for an estimated 268 million children.

Ed tech software may be used to support school administration, to enable virtual classrooms, or to monitor student behaviour. Data collected through this technology is used to predict outcomes for individual students and schools as well as for child protection and security through applications that block certain websites or flag students who are deemed to be at risk of engaging in what are considered negative behaviours. Some ed tech tools facilitate personalised learning. Regardless of their function, these kinds of software always introduce risks for student privacy and may feel invasive and overbearing for children.
Key issues arising from the use of ed tech in schools include:

- Lack of understanding by children, their parents and educators, of how data flow from one source to another, where they end up and whether they are used by vendors and third parties for potentially exploitative purposes like advertising and marketing. This opacity is exacerbated when platforms are used in non-English speaking countries, yet information is only available in English. In Brazil, for example, use of the G-Suite education platform greatly increased during the COVID-19 pandemic, yet the privacy notice and explanatory videos were only available in English, making them inaccessible to most users in the country.

- Lack of scrutiny of ed tech offered to schools, often through aggressive marketing techniques. These tools are presented by vendors as revolutionary and transformational and are often offered free of cost to under-resourced schools or communities. The resulting enthusiasm for ed tech may lower requirements for strict privacy standards.

- Lack of rigorous evaluation of a myriad of ed tech applications for their pedagogical efficacy. In the absence of assessment standards or sufficient guidance, the responsibility for evaluating a service’s pedagogical value, as well as the safety and privacy risks it could impose, is left to individual schools.

Tracking practices raise concerns about student privacy and the normalization of invasive tracking from an early age. When adults feel constantly watched, they lose their freedom of expression, and this is likely to be true for children too, in addition to losing space for play and experimentation. Commercialization through digital technology of both health and education spaces creates a worrying precedent for surveillance and the erosion of non-commercial space.

Development and humanitarian organizations may unintentionally introduce harm while trying to help beneficiaries of their projects. As they digitize their operations and services, they create and capture more data about and from children. An infant provided with a wearable tracker as part of a nutrition programme, for example, will generate much more sensitive real-time data than they would if nutrition data were tracked on paper by a volunteer on a weekly basis. If biometric data (which are body measurements related to human characteristics such as fingerprints, or DNA) is collected on children in a humanitarian setting as part of a beneficiary registration programme, the tracking and tracing of their movements becomes a
part of their daily existence. While this data can help agencies target their services and allocate budgets more efficiently thus allowing them to reach more children, its collection and use exposes children to higher levels of surveillance by state and corporate actors.54

The complexity of the data ecosystem leaves agencies struggling to gain meaningful and informed consent from children or their guardians when they digitize their services. While many organizations are starting to comply with GDPR, innovation and development tech applications are happening faster than the ability of many in the social sector to keep up, in terms of developing standards and protocols for their use. Smaller agencies may not be able to effectively address the complex issues of data governance, including special protections for children, due to lack of capacity and resources.55

---

**Children and their data in a refugee setting**

Children account for approximately 40 per cent, or 30–34 million, of the world’s 79.5 million forcibly displaced population.56 Forcibly displaced children, including refugees, asylum seekers, and internally displaced persons, are made increasingly vulnerable by systems that fail to protect and safeguard their data and rights. Surveillance and biometrics data collection could add additional strain on these children and contribute to their marginalisation.

There are currently little to no effective protection mechanisms to safeguard forcibly displaced children’s data across jurisdictions. According to the European Union Agency for Fundamental Rights (FRA), IT systems used by the EU that were initially created for asylum and migration management are increasingly being used for internal security purposes.57 A revised proposal for the European Asylum Dactyloscopy Database (EURODAC) aims to lower the minimum age of a data subject to 6 from 14 and enable the collection of their biometric data (beyond fingerprints and facial image).58

The United States Department of Homeland Security has proposed the expansion of biometric data collection and use by US Citizenship and Immigration Services, including the collection of biometrics at any age.59 Especially vulnerable children and their guardians are unable to meaningfully consent to the collection and use of their data as refusal to do so would limit their access to asylum or essential services, such as education, shelter or housing, food, livelihoods, among others. The experiences of forcibly displaced persons reveal a two-tiered system of data protection, whereby data protection laws and policies apply to those afforded citizenship within a jurisdiction, while those without citizenship are subject to data protection exemptions in the name of security.
3. Predictive analytics may amplify existing discrimination and bias

Artificial intelligence (AI) systems and different techniques they apply (machine learning, predicative analytics and others) are changing how many institutions work. These systems can analyse huge amounts of data quickly and at vast scale, finding patterns in data and using them to predict behaviours and automate decisions. AI is poised to bring an estimated US$13 trillion in economic outputs by the year 2030.60

Governments use AI systems to make decisions about asylum and immigration status, allocate benefits, and determine eligibility for parole. Social and traditional media apps and websites rely on machine-learning algorithms to curate content, predict behaviour and generate personalized advertisements. In the medical sphere, AI is used to model the spread of pandemics like Ebola and COVID-1963 and to support vaccine development.64 Some humanitarian organizations are exploring the use of AI in their operations in an effort to improve efficiency and to harness data, for example to predict migration flows, civil unrest, conflicts and climate disasters in order to be prepared to respond more quickly.65

One of the greatest concerns with AI systems and children is their reliance on modelling to make determinations that affect children’s futures.66 Algorithms tend to reproduce patterns of bias and historical discrimination found in the data used to train them. The use of machine learning tools to assess student performance has resulted in already marginalized children being further targeted for disciplinary actions and labelled pre-emptively as more likely to engage in criminal or other anti-social behaviours.67 Scores used in criminal risk assessments in the United States have habitually recommended harsher sentences, higher bonds, and lower likelihoods of parole for black people, including black children and youth, than for white people despite these practices proving to be both unfair and unjustified in comparative studies of actual recidivism.68 Bias and mistakes that lead to the exclusion of children or their families from cash transfers, scholarships, housing, health benefits or other aid and entitlements can have dire consequences.69

There is no shortage of discussion on the ethics of AI systems – over 160 sets of AI principles have been developed since 2016.70 The UN Committee on Digital Cooperation has warned against opaque algorithms where the underlying data and decision-making processes
cannot be examined, and UNICEF has called for explainable algorithms for children.71 There is, however, very little legislation, and virtually no specific acknowledgement in national AI policies of how AI affects children.72,73 Children often have less capacity than adults to identify instances of bias or discrimination in automated systems or to advocate for redress in such situations, yet as AI systems become increasingly common, their impact on children’s lives and futures will only grow. As one scholar noted, the use of AI and machine learning are not only about privacy – our ability to control information about ourselves – but they are about our ‘personhood’ and our fundamental agency as human beings.74

4. Children’s data may be used to manipulate and influence their behaviour

The same kinds of sophisticated behavioural science and data analytics that companies use to push children to consume products and media are sometimes used to influence children’s other behaviours and beliefs.76 Through constant capturing of children’s data, digital services have developed comprehensive profiles on children, including their online actions, interests and behaviours. This allows for the development of algorithms that predict the types of content that will keep children engaged in scrolling, clicking, and watching digital content.77

Some social sector organizations and governments have adopted market segmentation and microtargeting, designed to maximize consumption and purchasing of products, to encourage or ‘nudge’ children to adopt specific beliefs about gender, political participation and other issues, or to encourage positive behaviours such as handwashing or using condoms.78

These techniques may also be used by groups with harmful goals such as pushing youth towards joining extremist organizations or spreading conspiracy theories and disinformation.79 By manipulating amplification metrics on social media platforms these groups ensure that their content gains traction.80 This content appears alongside editorial material that individuals trust, blurring the lines of what is true and what is not. These techniques have been credited with influencing elections in Brazil, India, the Philippines and the United States, for example, and for stoking violence and genocide in Myanmar.81 Given that children’s cognitive capacities and ability to discern true from false information is still developing, such techniques could be especially detrimental for the development of their critical and analytical thinking skills.
Tracking children and using their data to influence them in harmful ways is problematic as it affects their freedom and agency. Opaque algorithms and non-transparent nudge techniques limit diversity of experiences and developmental opportunities for children. The resulting echo chambers affect children’s abilities to make independent choices and to access high quality, credible information.

5. **Legal frameworks generally overlook the risks for children of group data profiling**

Data responsibility, privacy literature, and the policy ecosystem largely focus on individual data and have often overlooked or understated the risks in group data. With very few exceptions, existing legislation aims to regulate the relationship between an individual, an entity that makes decisions about how to capture and process data, and an entity that processes the data. While important, this focus on personal data ignores that the data economy is increasingly driven not by the value of an individual’s data, but by an accrued value that comes from combining multiple individual data sources and points with broader, group-level assumptions, often using machine learning.

Focusing only on individual data rights hides and exacerbates the risks that groups face. The challenges group data pose are immense and generally poorly understood, particularly the unique and amplified risks that children face.

**Common group-level classifications include:**

- Demographic traits (e.g. ethnic background, disability or gender);
- Associations (e.g. members of a certain religion or political party);
- A shared geo-location (e.g. people gathering in the same location);
- A common threat of harm or a similar type of vulnerability (e.g. specific ethnic or religious groups in a humanitarian setting); and
- Similar media consumption behaviours, buying habits, financial status and so on.
6. Achieving balance between different rights is challenging and requires careful consideration

Balancing children’s rights to protection from conduct, contact, content, and contract risks with their rights to access information, freedom of expression and the right to privacy creates ongoing tensions between rights that can be difficult to reconcile. Fundamental to a rights-based approach is an understanding that all rights are non-hierarchical, interdependent and indivisible.

Encryption is a crucial privacy-enhancing technology that encodes information so that it can only be read by certain people. ‘End-to-end’ is a robust form of encryption where in principle only those engaged in direct communication can access its contents. The secure communications that encryption enables protect the safety, privacy, and free expression of children and adults alike. Yet in some cases, encryption impedes efforts to monitor and remove child sexual abuse materials because it makes some kinds of communication more difficult for law enforcement to monitor. Encryption makes it difficult to deploy tools, such as Microsoft Photo DNA, that remove child sex abuse materials (CSAMs) and tools that identify offenders attempting to exploit children online. This is a persistent tension, as tools that can work with end-to-end encryption and remove and disrupt CSAMs at scale, such as the use of advanced kinds of encryption together with an appropriately adapted tool, have not yet been fully developed.
Due to these concerns, some children’s organizations and governments are asking for legislation that would scale back end-to-end encryption. Privacy advocates tend to oppose this argument, as they fear that CSAM can be instrumentalized to open a door that leads to widespread government surveillance.

**Age verification is another challenging area.** The EU’s Audiovisual Media Services Directive (AVMSD) requires children to be protected from online programs that “might seriously impair” the development of minors – such as pornography or gratuitous violence – through the use of “PIN codes or other, more sophisticated age verification systems”. The UK Age Appropriate Design Code also recommends the use of age verification tools or other age assurance methods to protect children from excessive data collection in online spaces designed for adults.

There are many ways to verify children’s age online, yet the most common practice is for children to simply declare their age, without any proof. People are required to verify their age and identity before gambling online in some countries. Some propose that this requirement should be extended to commercial pornography websites, age-regulated games, and social media platforms. Age verification and assurance tools range from those that require the child to submit formal identity documents, to those that rely on parental identification, to those that estimate the age of the child through behavioural analytics or facial scans. Many of these tools raise privacy and security concerns for both children and adults, regardless of whether the data is collected and controlled by the private sector or linked to government databases. This type of privacy infringement can only be justified where it is proportionate to the potential harm. Open questions remain about the degree to which parents should be left to oversee their children’s internet use and the kinds of content that are harmful enough to children to warrant government regulation.

**Parental controls** include device settings that only allow children to download age-appropriate apps and games, filters that block age-inappropriate web content, and password controls that disable in-app purchasing to prevent large bills being run up at parents’ expense. These kinds of controls can be effective and important, especially for younger children. Other apps invite parents (and in many cases, teachers) to use more invasive types of surveillance to monitor children, including location tracking, internet search logs, websites visited and time spent on each, and monitoring of calls and texts. This raises ethical questions regarding the child’s right to privacy...
vis-à-vis their parents and teachers, especially as they get older. Moreover, the data collected and monitored by these applications on behalf of parents is collected and processed by the commercial entity that operates the app, and is often shared with third parties including online advertising and analytics services.\textsuperscript{99} In the process of attempting to keep their children safe, parents may be putting their children’s sensitive data – and thus their children – at risk.

Tensions between rights such as the examples given here are likely to continue to arise and must be addressed in a balanced and proportionate way.\textsuperscript{100}

7. Data governance regimes do not account for children’s evolving capacities and differential experiences

Based on their age, capacity, context, and life circumstances, children and adolescents have differing levels of awareness regarding what information is collected online and for what purposes. They are not uniform in terms of their understanding of privacy, the devices they use, the sites they visit, or their purposes for going online. Children, however, are often treated as a homogeneous group when it comes to data privacy laws and policies.

As children’s competencies grow, their agency and capacities to exercise their rights also grow, and they require less direction. As individual children become better able to understand wider implications of data and privacy, they sometimes become better equipped to assess potential benefits and risks. However, children’s evolving capacities are not linear, and children sometimes have particular vulnerabilities during adolescence that make them more susceptible to direct advertising that promises to enhance their social status. The Convention on the Rights of the Child allows for the recognition that children in different environments and cultures, and faced with diverse life experiences, will acquire competencies at different ages.\textsuperscript{101}

Research shows that younger children tend to focus more on interpersonal privacy violations and less on corporate or government privacy violations. They are largely unaware that, when they use social media, they are sharing data beyond the information they post online, such as metadata, or data subsequently obtained by cookies.\textsuperscript{102} Many children have internalized messaging from tech companies, governments and the media that individuals are responsible for their own privacy. While they are aware of online privacy issues, children
and young people often struggle to manage privacy settings. A limited understanding of the nuances of privacy risks makes children more vulnerable to exploitation. While their capacity and understanding may expand as they grow, there is no specific age at which children and youth are fully and automatically capable of managing their privacy, which is unsurprising given how much adults struggle to do the same. The Committee on the Rights of the Child has stated that the evolving capacities of the child should be seen as a positive and enabling process, and not as an excuse for authoritarian practices that restrict children’s autonomy and self-expression.

8. Most data regimes do not adequately address consent, child protection and representation

The legal bases that have been offered to children for collection of their data largely rely on consent. Consent is generally considered to be sufficient for the collection of data, even in the GDPR, which is widely considered the world’s strongest data protection legislation. The Children’s Online Privacy Protection Act (COPPA) sets the age of consent at 13 and GDPR at 16, as the age at which a child is judged to be capable of giving their own consent to the processing of their personal data online, although the GDPR allows States to elect to lower the age to 13.

As discussed above, age and capacity are often associated with children’s ability to consent to their data being processed. Children – often for clear and justifiable reasons – are subject to other people’s consent and decision-making. While this is a challenge in every context, in places where there is limited or low literacy, language skills, and bandwidth, consent becomes difficult, especially if parents and guardians are less digitally literate than their children. The use of age as a representation of capacity, and whether children can understand terms and conditions and privacy policies that many adults cannot comprehend, may not be meaningful or appropriate. Consent by adults may also be a woefully insufficient guardrail of children’s rights, given how much adults struggle to assess privacy risks, how many privacy decisions they confront per day, and how little useful information they’re given to guide their decisions. Also of note is the sudden key event when the child receives the authority to control the data about themselves, often at age 13 or 16. This is a huge and sudden change in terms of both rights and responsibilities that a child ought to be well prepared for through the provision of comprehensive digital literacy education.
The age of consent and the ability to consent should be viewed separately from child-specific data protection. Children are entitled to special protection and consideration for their data until they reach the age of maturity (18) irrespective of the age of consent. This protection extends to the right of rectification and erasure (often referred to as the right to be forgotten) and protection from profiling based on automated processing. The UK Age Appropriate Design Code offers this additional protection to all children, without changing the existing age of consent. Online service providers are directed to apply the Code’s protections in a way that reflects the age range of their audience and the different needs of children at different ages and stages of development.

Narrow interpretations that limit children’s data protection to mean ‘consent for data processing’ frees States, companies, and other organizations from responsibility for detrimental use of personal data and privacy violations. There is a power imbalance between data collectors’ push to capture greater amounts of data and the capacity of families and children to protect themselves in an increasingly complex digital world.

While levels of agency differ between children of different ages, backgrounds and circumstances, their relatively limited agency in this complex digital ecosystem is disempowering. This is not a new issue. Almost every legal tradition considers the creation of credible representatives or ‘fiduciaries’ for vulnerable, ineligible, or incapacitated populations when dealing with decisions that affect their rights. Both the CRC and the United Nations Declaration of Human Rights establish that childhood is “entitled to special assistance”.111 Children need to be provided with solutions that amplify their voices and enable meaningful representation and engagement with regard to their data rights. This representation can take different forms, as we discuss in the next section.
PART 2

Data governance regimes and how they apply to children
What does data governance mean in practice?

Data governance is a critical part of effective and safe management, use, analysis and communication of data. It includes aspects such as:

- Determining responsibility for data, datasets and databases;
- Development and enforcement of policies, roles, responsibilities and procedures;
- Establishing clear procedures and practices for how data can and will be shared internally and externally;
- Rules and expectations related to data privacy and security; and
- Setting accountability mechanisms for ensuring that policies and procedures are followed and respected, and resolving disputes arising from violated data rights.

Good data governance supports individual and group privacy rights, and also helps to generate improved collaboration and safe use of data within and among organizations and institutions.112

Data protection and privacy laws exist at global, regional and national levels, and all impact on children’s rights. The degree to which these laws are implemented depends, amongst other things, on the strength of the rule of law in different parts of the world, the degree to which data subjects are informed of their rights and can access justice, and the jurisdiction over the technology companies in question. The development of data governance regimes is driven by the primacy given to the data economy and geopolitics, which are a battleground for data regulatory standard-setting and dominance in cyberspace. These geopolitical trends are currently playing out between the dominant global market forces of China, Europe, the United States, and a small number of multinational technology companies which sometimes take on a governance role themselves.

The political economy of children’s data offers a wide set of considerations. Data cannot be de-linked from power and institutions, and data governance mechanisms should be careful to avoid digital data being used to cement power and profits for the privileged.113,114 A key reason why an international data governance regime for children is needed, is to ensure that one nation or region’s governance framework does not dominate the globe due to disproportionate economic and political power. Rather, children’s data should be subject to an international legal and policy regime applying international human rights and child rights laws and norms that have already been widely negotiated and adopted around the world.
At the global level there is no comprehensive data governance legal framework, leaving a significant gap in governance in the digital age for both adults and children.

Existing governance frameworks

Existing international standards cover some elements of privacy and data protection rights, but these are fragmented across various international human rights treaties. Privacy rights that relate to children can be found in the Convention on the Rights of the Child and its General Comment No. 25, the Universal Declaration on Human Rights, the International Covenant on Civil and Political Rights, the Organisation for Economic Co-operation and Development (OECD) Guidelines on the Protection of Privacy and Transborder Flows of Personal Data and the Council of Europe’s Convention 108+ which has a global reach beyond Europe. In addition, the Council of Europe Guidelines to respect, protect and fulfil the rights of the child in the digital environment require States Parties to limit the processing of children’s personal data for commercial purposes.
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In March 2021 the Committee on the Rights of the Child released General Comment No. 25 on children’s rights in relation to the digital environment. For the first time the Committee elaborates on the application of the CRC to aspects of children’s privacy and protection of their data. General Comment No. 25 calls for States to:

- Prohibit by law the profiling or targeting of children of any age for commercial purposes on the basis of their actual or inferred characteristics, including group or collective data;
- Ensure that agencies with oversight powers relevant to children’s rights, such as data protection, investigate complaints and provide adequate remedies for violations or abuses of children’s rights;
- Design age-based or content-based systems to protect children from age-inappropriate content, in a manner consistent with the principle of data minimization;
- Balance content moderation and content controls with the right to protection against violations of children’s other rights, notably their rights to freedom of expression and privacy; and
- Respect the child’s right to privacy in automated processing of children’s data and in digital surveillance, which should not be conducted routinely, indiscriminately or without the child’s knowledge or, in the case of very young children, that of their parent or caregiver.

Committee on the Rights of the Child General Comment No. 25

In March 2021 the Committee on the Rights of the Child released General Comment No. 25 on children’s rights in relation to the digital environment. For the first time the Committee elaborates on the application of the CRC to aspects of children’s privacy and protection of their data. General Comment No. 25 calls for States to:

- Prohibit by law the profiling or targeting of children of any age for commercial purposes on the basis of their actual or inferred characteristics, including group or collective data;
- Ensure that agencies with oversight powers relevant to children’s rights, such as data protection, investigate complaints and provide adequate remedies for violations or abuses of children’s rights;
- Design age-based or content-based systems to protect children from age-inappropriate content, in a manner consistent with the principle of data minimization;
- Balance content moderation and content controls with the right to protection against violations of children’s other rights, notably their rights to freedom of expression and privacy; and
- Respect the child’s right to privacy in automated processing of children’s data and in digital surveillance, which should not be conducted routinely, indiscriminately or without the child’s knowledge or, in the case of very young children, that of their parent or caregiver.
At the regional level, the EU’s General Data Protection Regulation (GDPR) currently appears to have the greatest global influence on national data protection laws around the world. It provides high level data protection for both adults and children, with special protections in place for children, and rights attaching to the individual child rather than to the purpose for which the data are being collected. The GDPR allows States to set the age at which children’s data can be collected without parental consent at between 13 and 16. In Europe, privacy and data protection are rights also enshrined in the EU Treaties and in the EU Charter of Fundamental Rights.

The GDPR applies to any data controller or processor with an establishment in the European Union, regardless of whether processing takes place in the EU. It also applies to controllers or processors not established in the EU, when they process the personal data of subjects who are in the EU, by offering them goods or services or by monitoring their behaviour within the EU. Consequently, a number of businesses around the world have started using geo-location technologies to block users accessing their services from the EU, rather than extending data protection rights to them.
The GDPR sets a standard whereby data is governed by its function, rather than according to who is collecting the data. In Europe private companies are generally regulated under commercial law which prioritizes commercial interests, whereas governments are held accountable under public law which prioritizes individual and collective human rights. In the United States, consumer protection laws are intended to protect the needs of individuals as consumers in the marketplace (but not as individual rights holders) without unduly limiting the ability of businesses to discover new ideas or profit from them. Given the preponderance of public-private partnerships (PPPs) that collect data from children and share it between them, governing data according to its function, rather than according to the act of collecting the data, provides a unified approach to the rights of a child as a data subject alongside the different legal frameworks that may apply to the public or private sector entities involved in the PPP.

In 2014 the African Union (AU) Convention on Cyber Security and Personal Data Protection was passed, which provides general data protection provisions for the whole Continent. The AU Convention only refers to children in the context of child sex abuse materials (referred to in the text as ‘child pornography’) and does not give them any extra rights to data protection different to adults. At the time of writing of this Manifesto, the AU Convention has only been ratified by 8 out of 55 countries in the AU. In a 2020 artificial intelligence needs assessment survey across Africa, UNESCO found that personal data protection and data governance was an urgent and important area of work in 23 countries in the region (71 per cent of those surveyed).

The Asia Pacific Economic Cooperation (APEC) Privacy Framework has led to an increased focus on privacy legislation in the Asia Pacific region. The APEC Privacy Framework advises that where an organization provides a mechanism for exercising choice in relation to data collection from children, the information should be conveyed in ways that are age appropriate. Mandatory national data localization requirements are becoming a widely adopted approach to some of the cross-border legal challenges on the internet in the APEC region, but this leads to greater costs for both companies and consumers. This is required by China and Indonesia, and is generally viewed favourably by countries in Asia including the Association of Southeast Asian Nations (ASEAN) where there is a perception that the State’s ability to enforce their laws is being undermined by foreign companies and interests.
At the national level, data protection laws are becoming more common across all regions. In 2020, 128 jurisdictions had data protection laws in place. It is likely that by 2030 close to every country in the world will have a data protection framework, in part to allow for data flows in accordance with bilateral and regional trade deals. In terms of market power, China and the US are said to be the global controllers of data, creating ‘data-opolies’ through their market dominance. Some of the leading apps used by children around the world come from these two countries, including Facebook and Google from the US, and TikTok and games owned by the Epic group of companies in China. This makes the data protection laws from China and the US particularly significant to children worldwide.

The United States has one of the few federal laws directed specifically at protecting children’s data privacy: the Children’s Online Privacy Protection Act (COPPA) covers only commercial entities but also offers some protections for children in schools. Although the age at which children can consent to their data being collected under COPPA is 13, which is lower than the recommended 16 under the GDPR, more guidance is given by COPPA regarding satisfactory methods to obtain consent from their parents. Historically the US has had a lax approach to the use of personal data, but the international legal environment now appears to be changing, putting the US under increasing pressure to meet common global standards. The California Consumer Privacy Act (CCPA), contains increased data privacy protections for children and provides for those aged 13 to 16 to be able to opt in to collection of their data. Unlike adults however, they cannot be presumed to opt in with the only option available being to opt out. This enhanced protection for 13-to 16-year-olds under the CCPA could have the effect of raising the standard across the whole of the US, depending on the compliance incentives that the law’s enforcers create.
The UK’s Information Commissioner’s Office (ICO) has produced the Age Appropriate Design Code (AADC) which applies to online information society services including apps, programs, connected toys and devices, search engines, social media platforms, streaming services, online games, news or educational websites and websites offering other goods or services to users over the internet. The new age-appropriate code requires companies to provide default settings which ensure that children can have maximum access to online services whilst minimizing data collection and use by default. One of its key objectives is to help companies comply with the GDPR. Companies will have to demonstrate that they are complying with the AADC, otherwise they potentially face being fined. The AADC is grounded in the CRC and reflects a risk-based and proportionate approach, calling for companies to:

- Create an open, transparent, and protected place for children online;
- Follow a set of standards for design and development of online services likely to be accessed by children;
- Consider the best interests of the child when processing their personal data;
- Implement high privacy settings by default; and
- Use language that is clear and easy for children at different development stages to understand.

China has recently implemented several new laws that now cover data protection in relation to most of the private sector, including the E-Commerce Law of 2018 and the 2019 Regulation on Cyber Protection of Children’s Personal Information. The 2019 Regulation is aimed at websites and applications which may potentially have underage users, such as gaming platforms, e-commerce sites and social media platforms. Although federal laws currently only protect children up to the age of 14, this has extra-territorial effect which means that it applies to any company collecting data from children in China, even if the company is based outside the country. In China, data protection laws provide children with data rights vis-à-vis the private sector, but not vis-à-vis the State.
Other middle-income countries are home to large proportions of the world’s children, and as such are of particular interest to developers of apps and games for children, which makes their data governance frameworks an important part of the global landscape. In India, for example, Chapter V of the Personal Data Protection Bill 2018 contains special protections for children. The draft Bill requires anyone collecting data from children under 18 to do so while complying with the “best interests of the child” standard. Data collectors are also reportedly prohibited from profiling or tracking children, and are not allowed to target advertisements directly to children. In 2012 the Indian Supreme Court held that “Children around the world create perpetual digital footprints on social network websites [...]. They should not be subjected to the consequences of their childish mistakes and naivety, their entire life”, seemingly providing for a right to be forgotten. A second draft of the Bill is currently before the Indian parliament awaiting approval.
Brazil’s new data protection law, which came into effect in August 2020, contains increased data privacy protections for children. It requires companies to be transparent about the data they intend to collect and the purposes they will be used for. Data controllers are also required to make reasonable efforts to obtain consent from children’s parents and are not allowed to make children’s use of games or apps conditional on their disclosure of personal information.

Although there appear to have been a proliferation of new general data protection laws in low-income countries in recent years, few of these include extensive specific protections for children’s data. There have been some recent promising developments however, such as Kenya, which enacted a Data Protection law in 2019 specifically prohibiting data collection from children without parental consent, and Ghana, which defines children’s data as sensitive under its Data Protection Act 2012. Rwanda’s Child Online Protection Policy recommends the strengthening and realignment of domestic legal and regulatory regimes related to online protection for children, and specifically recommends introducing data protection regulations to ensure children’s data are protected appropriately, and collected only where necessary, with high levels of security and care. South Africa’s Protection of Private Information Act mandates responsible parties to obtain consent from a ‘competent person’ before processing children’s personal information with a few prescribed exceptions.

The lack of comprehensive attention to children’s data rights in low-income countries could arise for a number of reasons, including a general lack of government prioritization of data protection as well as a lack of public interest in this issue, or in child rights in general, or a lack of public trust in their government’s ability to protect children’s interests. Children’s public services and the rule of law also tend to be weaker in countries with fewer resources, which means that children’s rights are less likely to be prioritized and integrated into data protection legislation.

In several countries, aspects of data governance have been devolved to State or local levels via subnational data protection authorities, and in some countries local leaders are organizing themselves to take control of their own data. In Helsinki and Amsterdam, for example, public AI registers have been developed to ensure meaningful transparency so that information about AI systems in use in the city (which are essentially data systems) is publicly available. This kind of devolution of governance of children’s data could allow for increased participation of children and their parents at a local level.
In the context of self-regulation, currently large multinational technology companies have the power to make unilateral decisions regarding data governance for children.

Private sector de facto governance

Those governments that do have influence are mainly those from the most powerful markets: China, the EU, and US. This leaves children in the Global South particularly at risk of data exploitation by private companies in the face of which their governments are rendered essentially powerless. Protection against the use of commercial data for state surveillance of children is also compromised when this is left purely as a matter of national security at the total discretion of each government. Vast amounts of data have been collected from children and are now concentrated in the control of around 5 to 10 multinational companies based in the US and China.\textsuperscript{147} However, there is a sector-wide lack of transparency related to the collection and processing of data, and this applies to children as much as to adults. The Ranking Digital Rights Corporate Accountability Index found in 2019 that most companies fail to disclose important aspects of how they handle and secure personal data.\textsuperscript{148}

The persistence of an inconsistent landscape related to data governance for children can lead to ‘forum shopping’ by private companies, which then locate themselves in jurisdictions that require less stringent data and privacy protections for children. For example, the UK Information Commissioner discovered during the course of an investigation into Cambridge Analytica that the company was considering moving to the Caribbean or to another country where it could be outside the scrutiny of a regulator.\textsuperscript{149}
As the late European Data Protection Supervisor, Giovanni Buttarelli, commented in his manifesto, *Privacy 2030: A Vision for Europe*, “increasingly private platforms intermediate the relationship between citizen and State. Data defines individuals and determines how they can be treated. The terms of service therefore become, in effect the law.” A study of more than one million apps on Google Play Store conducted in 2019 found that none of the Google app stores engaged in a comprehensive and systematic review of the privacy policies of the apps they were hosting, and it is likely that this is also true for other major app stores due to the lack of any specific legal requirement for them to carry out this kind of audit, and the lack of other sufficient incentives for them to police their marketplaces more carefully.

As governments increasingly rely on public-private partnerships to carry out key functions in the areas of education, health and social welfare, public officials are often not privy to key data points that could inform public policy and even prevent security risks to children. Governance by democratically elected leaders is fundamental to the rule of law, but when the private sector holds large amounts of data, governments are disempowered and there is a shift towards de facto governance by the private sector.
Parents’ or schools’ ‘governance’ of children’s data use

In the case of children and childhood data, an additional layer of governance comes into play with respect to caregivers’ and educators’ data management activity on behalf of the child. Because in most jurisdictions children are not able to consent to their own data collection before the age of 13 (or 16 in some cases), companies, governments or organizations must seek consent from the parent or caregiver where consent is required to collect data from younger children. As with children, parents and caregivers vary greatly in their digital literacy and in their capacity to engage with their children’s use of technology. Some parents may not speak the dominant global languages used in the Terms and Conditions of the technology platforms used by their children, and even where they do they may not have the time to read them, or to understand the choices presented in relation to data collection from their children. The UK ICO advises companies to provide their privacy information in the language that their intended audience is most likely to understand.153

In the education context, often schools as public authorities will make decisions about data collection from children on their behalf, without any legal duty to consult with the children themselves or their parents. The Council of Europe Guidelines on Children’s Data Protection in an Education Setting require schools to carry out a strict necessity and proportionality test before the collection of all personal data from children to ensure data minimization.154 Any use of children’s data should meet a child’s reasonable expectations and meet the principles of purpose limitation and restrictions regarding storage and retention. For schools to be in a position to make necessity and proportionality assessments they must be given detailed guidelines by governments regarding the parameters in relation to data collection from children for education purposes, and the implementation of these guidelines must be overseen.
Data flows are a core component of today’s digital economy, and children’s data make up a large portion of this economy.

The data economy as a driver of good data governance for children

Businesses increasingly depend on advanced analytics based on high volumes of personal data for their fundamental operations, especially in the internet of things and artificial intelligence sectors which include ed tech, toys powered by AI, and immersive video games. Interoperability and cross-border data flows are critical to every scale of this digital economy from national, to regional, to global, and harmonized laws are a prerequisite for each.

Data regulations generally aim to balance elements of privacy protection for individuals, including children, with efforts to enable innovation and data flows to grow the digital economy to benefit individuals and businesses. However, this balance is difficult to establish. While some camps push for greater protection of personal data, privacy rights and security, others are more concerned about addressing barriers to digital trade and data flows. We argue that it is possible to establish frameworks that ensure privacy and data protection for children as well as openness to the mobility of data, and these kinds of frameworks can be a net benefit and a positive contributor to the development of the data economy.
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Data governance regimes and how they apply to children

A simple economic lens is insufficient for viewing the data economy. The geopolitics of the digital economy results in larger markets such as the US and the EU competing for primacy of their legal approach and regulatory standards. In some ways, the European approach has taken precedence through implementation of the GDPR, because the EU has imposed data protection requirements on third countries wishing to trade data with the region. Other regions, such as China and the US, have imposed minimal prerequisites of their own to trade with their respective markets. Businesses can therefore trade with all three major markets simply by levelling up their data protection compliance to meet the standards laid out in the GDPR.

The current shortfall in data governance has been likened to the rapid and unregulated development of financial services globally in the 1990s and 2000s prior to the Great Recession when it was assumed that, in pursuit of a global good, self-interest and reputation would regulate the private sector’s behaviour. One suggestion is to draw on lessons from the financial crisis, that resulted in the creation of the Financial Stability Board which was given a mandate by the G20 to promote the reform of international financial regulation and supervision. The Board also played a role in standard setting and promoting national implementation of the agreed international standards.\textsuperscript{160} International internet governance initiatives started some time ago, with the OECD, UN and the Internet Governance Forum (IGF) proposing common rules.\textsuperscript{161} The multi-stakeholder model, at the heart of IGF, and the UN Secretary General’s High-Level Panel on Digital Cooperation, contrasts with the newly emerging models and proposals that favour data sovereignty or governance of data by a few global powers.

To address these challenges, some propose the establishment of a World Data Organization with status similar to the IMF or the World Bank to allow for data flows across nations.\textsuperscript{162} While we strongly believe in the centrality of rights and primacy of international norms and standards, regardless of the future direction of data governance regimes, children’s rights should be front and centre of the rule makers’ minds. In addition, any multi-stakeholder model must include democratic and independent leadership that does not allow powerful government or commercial interests to dominate.
One of the key factors in assessing the strength of data privacy protection for children in any country is the existence of robust formal data protection laws.

Prerequisites for strong data protection for children: robust laws, effective implementation and absence of surveillance

The effectiveness of enforcement and the extent of surveillance are two other key dimensions that must also be taken into consideration. Even where robust data privacy laws exist, they are not always properly implemented. In other cases, sometimes other laws take precedence, such as those that permit government surveillance for reasons of national security and to combat terrorism or during public health emergencies.

In many countries, primacy is given at a national level to provisions of specific laws related to national security over data protection laws and there is little opportunity for public review of this prioritization. Article 23 of the GDPR, for example, allows for derogation from the rights protections foreseen on the grounds of national security, defence, public security and crime prevention, but any derogation must be necessary and proportionate for a democratic society. The Court of Justice of the European Union (CJEU) has recently played a role in ensuring that surveillance laws in both the US and parts of Europe are not allowed to override rights to data protection, and although these decisions do not relate specifically to children’s data, they are equally important to their rights in the context of data governance.
Strong national and subregional Data Protection Authorities (DPAs) oversee the effective implementation of data protection laws, especially where they work together across regions. DPAs are independent public authorities that are responsible for supervising the application of data protection laws by carrying out investigations and imposing fines and other sanctions. They also provide expert advice on data protection issues and handle complaints from the public, including from children and their representatives, about breaches of data protection laws. DPAs have a recent history of collaborating across countries and regions to address data protection breaches by multinational companies. For example, in 2018 DPAs from Canada, Hong Kong and the US collaborated on an investigation into a connected-toy company, resulting in a Federal Trade Commission enforcement action against the connected-toy manufacturer for collecting children’s data without parental consent.

In order to be effective, DPAs must have the capacity to litigate, impose fines and other sanctions on lawbreakers, and a mandate to provide remedies to children whose rights have been breached. At the Institute of Advanced Privacy Professionals Europe Data Protection Intensive in 2020, it was noted that children’s privacy is becoming a hot topic for DPAs within the EU, especially in relation to verifying parental consent. To assist those countries which do not currently have DPAs it is recommended that resources are allocated to establish one. Globally, the expertise within DPAs to address children’s data governance issues must be supported and strengthened.

Non-profit organizations and think tanks also play a role in holding tech companies and governments accountable for implementing data protection laws, albeit in the face of immensely powerful legal teams within corporations and governments. It has been noted that corporate secrecy and intellectual property rights are more protected in practice in most countries than individual privacy and personal data. There is a lack of transparency around the kinds of data being collected from children, and how this is being used and shared. This is partly because private companies have disproportionate resources available to enforce their own rights, compared to children and non-profit organizations acting on their behalf.
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The Manifesto: why we need an international approach to data governance for children
As all areas of children’s lives become increasingly intertwined with digital technologies, it is possible to envision a future in which these technological advancements are primarily applied in service of children and their communities. With data having even bigger impacts on children’s lives, we would like to see the benefits of such data collection and use spread evenly across the Global North and the Global South. But to achieve such a future for children where data is primarily used as a force for good, we need to grasp current opportunities to set the necessary guiderails and benchmarks which will help us govern children’s data in a responsible way.

This Manifesto, therefore, calls for children’s rights to be a specific and central element of all international, regional, and national legislation related to data governance. To ensure that children’s data rights are protected equally across the globe, and to allow the growth of a digital economy that can benefit children, a consistent level of legal protection is required throughout the world. This is particularly important given children’s vulnerabilities to abuses of their data, their capacity to consent as they move through different stages of childhood and the degree to which their lives are being impacted by data collection, sharing and processing.

This Manifesto does not seek to replace internationally agreed upon standards and principles, actions, and mechanisms for data governance, but rather looks to build on these, through good global data governance for children, and child-centred innovation in both policy and practice. Such an approach is needed for several reasons, including:

- Good data governance can facilitate a fair data economy, the cross-border nature of data flows and data storage practices, including children’s data;

- The international approach is necessary to address geopolitical power imbalances: geopolitical (among states), geo-commercial (among companies) and those between a child and actors responsible for realisation of their rights, including the states and companies;

- It can enable harmonization of data protection rules across plural legal systems and different philosophies and contexts;

- It allows national data governance frameworks to be grounded in and legitimised by previously established international human and children’s rights laws and institutions; and
An improved data governance regime that is inclusive of children would also help to foster public trust, and especially trust by children, in the custodians of their data.

The foundation of a child-centred governance regime should be in previously established international human and children’s rights laws and institutions, built upon by incorporating rights-based approaches to data governance from diverse regions around the world.

The CRC should be directly applied to the use of children’s data, ensuring that they are not discriminated against, have the right to be heard, data are processed in their best interests, and according to their age and evolving capacity. Children’s rights to freedom of expression, identity, assembly, privacy, and protection from exploitation must also be respected and promoted in the digital environment. The use of children’s data should promote their rights to development, health, education, rest, and play.

Ensuring that the full spectrum of children’s rights are upheld in relation to data governance means that the principle of data minimization must be prioritized. At the same time, we must ensure that data collection is not minimized to the point that groups of children are marginalized, for example because their data has not been included in data sets that are used to develop laws, policies and services.
Strengthening of norms, standards and principles

This Manifesto calls for the strengthening of norms, standards and principles specifically related to data governance for children, and their proactive implementation throughout the world. These should adhere to internationally agreed standards and principles of both data governance and children’s rights. Amongst these standards the best interests of the child and the impact of data on their well-being and autonomy must be given the highest consideration. Further, data governance frameworks must be implemented with due regard to children’s specific and unique identities, evolving capacities, and circumstances, beyond the bare minimum required by data protection laws.

1. **PROTECT** children and their rights through child-centred data governance.

Broad international and national data governance frameworks and those specifically addressing children need to build upon, rather than replace, already existing standards for data processing, such as the Responsible Data for Children (RD4C) Principles, the Institute of Electrical and Electronics Engineers (IEEE) Standards, the UK Age Appropriate Design Code, the GDPR, and national child data protection laws as outlined above. In particular, the RD4C principles should be embedded in all data governance frameworks.

States should ensure that children’s data protection and privacy regulations apply to all public services, including those services provided by the private sector or civil society organizations and other situations where companies have access to and use of children’s data. Such regulations should also control children’s data collection, use, sharing and storage by foreign companies within the State, and should be in place before the roll-out of new systems.
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Responsible Data for Children (RD4C) Principles

The RD4C principles provide guidance, tools and leadership to support the responsible handling of data for and about children.

Participatory
Engaging and informing individuals and groups affected by the use of data for and about children.

Professionally accountable
Operationalizing responsible data practices and principles by establishing institutional processes, roles and responsibilities.

People-centric
Ensuring the needs and expectations of children, their caregivers and their communities are prioritized by actors handling data for and about them.

Prevention of harms across the data life cycle
Establishing end-to-end data responsibility by assessing risks during the collecting, storing, preparing, sharing, analyzing, and using stages of the data life cycle.

Proportional
Aligning the breadth of data collection and duration of data retention with the intended purpose.

Protective of children’s rights
Recognizing the distinct rights and requirements for helping children develop to their full potential.

Purpose-driven
Identifying and specifying why the data is needed and how the intended or potential benefits relate to improving children’s lives.

State and private sector surveillance of children should be controlled and minimized, recognizing the particular vulnerabilities of historically marginalized, underrepresented, and minority groups. Children’s rights to peaceful assembly and association must be protected in the digital environment, free from state surveillance carried out by government authorities directly or in collaboration with private sector entities. There is a need to ensure accountability for state surveillance by authorizing independent judicial authorities to monitor against abuse and provide remediation as needed. There should be a presumption against surveillance of children with limited national security exceptions that are concrete, defined, and time-bound. Individual children should not be compelled to use surveillance applications, programs, or systems unless validated by legitimacy, necessity and proportionality tests. Adherence to all norms
related to surveillance of children should be incorporated into the requirements for EU adequacy assessments and other similar cross-border data-sharing and trading agreements.

**States should ensure that algorithms used in relation to children**, such as safety and monitoring tools, health apps, and behavioural analytics tools are regulated and that profiling and nudging of children’s behaviour is strictly minimized. States should mandate companies creating and using algorithms to provide a transparent explanation of the ways in which they make decisions, and about the data used to train such algorithms. The UN Committee on Digital Cooperation has recommended against opaque ‘black box’ systems, and UNICEF has called for explainable algorithms for children.

2. **PRIORITIZE** children’s best interests in all decisions about children’s data.

Recognizing the importance of using children’s data to benefit their development and services, we believe that in all uses of children’s data in the digital environment, the higher risk threshold needs to be established and their best interests should be a primary consideration. We hope this Manifesto encourages further deliberation of the best interests of the child in the context of data collection that resolves trade-offs between participation in data processing and minimization of risks. Some basic requirements are:

- **Governments and companies should ascertain the impact** on children of their data collection, processing and storage practices, in order to ensure that priority is given to children’s rights.

- **Best interests need to have greater strength and validity** than any other established legal basis for data processing activities such as consent, performance of a contract, legal obligation, vital interests, or public task.\(^\text{174}\)

- **Children’s data should not be processed in ways that are shown to be detrimental** to them, such as persuasive design to extend engagement, marketing and behavioural advertising.\(^\text{175}\)

- **In all products and services used by children it is important to:** limit biometrics collection; prevent the economic exploitation of children’s vulnerability for marketing purposes; and to restrict profiling that could lead to behaviour modulation or discrimination.\(^\text{176}\)
• Data should not be used to power algorithms that interfere with children’s rights to autonomy and self-determination. The CRC General Comment 25 encourages States to define and prohibit digital practices that manipulate or interfere with children’s right to freedom of thought and belief through emotional analytics or inference; and automated systems should not be used to affect or influence children’s behaviour or emotions or to limit their opportunities or development.

As digital economies further develop and expand, the international community must demand that States and companies address the commitments we have made to children’s rights, and to their future under the Sustainable Development Goals. Platforms that create and administer digital rights for children, de facto take on a duty of care towards them which must be fulfilled to realize the fundamental rights of the child. This is the only way that big data, artificial intelligence and emerging technologies can be harnessed safely and responsibly for the public good and to further children’s rights around the world.177

3. CONSIDER children’s unique identities, evolving capacities and circumstances in data governance frameworks.

Global and national data governance regulations must be flexible enough to be applied in different contexts. We recognize that children around the world have unique identities, their capacities evolve throughout their childhood, and they live in extremely diverse circumstances with varying degrees of parental support. This means that data governance regulations must balance the need for legal certainty with the scope for them to be implemented in accordance with the diverse and evolving capacities of the child.

The UK Age Appropriate Design Code, the implementing guidance for the GDPR as it applies to information society services used by children in the UK, sets out five age ranges which correspond to theories related to child development in the UK. It serves as a guide to the capacity, skills and behaviours a child might be expected to display at each stage of their development. Those age ranges are:

• 0-5: pre-literate and early literacy
• 6-9: core primary school years
• 10-12: transition years
• 13-15: early teens
• 16-17: approaching adulthood

This kind of guidance is helpful to assess the risks posed by data collection and processing, and to assess the capacity of the child to understand and have an appropriate level of agency over their own data.

**Respect for children’s right to self-determination and data autonomy is critical** and needs to be given due weight based on children’s evolving capacities and progressive acquisition of autonomy. This would include children’s right to data erasure and de-indexation when they reach adulthood particularly in those situations when the data was provided when a person was a child, without their full understanding of the implications of these actions.178 There is a need for the private sector and public policy makers to work together to find ways for children to be given meaningful and accessible options to have their data erased, that are not too onerous for the child, and which do not require platforms to collect additional data related to their users’ date of birth.

Notwithstanding guidance related to stages of childhood development, **all children are entitled to special protection and consideration for their data until they reach the age of maturity (18), regardless of capacity to consent.**

**Marginalized groups of children should not be left behind in data governance frameworks.** Algorithms can be biased against children whose characteristics differ from the data used to train the AI.179 Data governance regulations should dictate the limits of the use of ed tech, health tech, and other kinds of AI that involve automated decision-making, to ensure that children whose characteristics are outside the norm are not marginalized and problematized by the AI. For example, AI algorithms used in schools to assess students’ prior and ongoing learning can facilitate placement in appropriate subject levels. However, if the design of these algorithms does not take into account students’ nuanced experiences, it may result in low income and minority students being trapped in low-achievement tracks with reduced expectations.180 Further, data governance regulations must address the limits of the ‘anonymization’ of personal data, and the
potential harms that can be caused by group data for minority or marginalized groups of children.

Relatedly, there is a need for the regulation of data collected from children for the purposes of research, to ensure that children’s rights to privacy are balanced with the need to ensure that groups of children are not underrepresented in research that might benefit them, particularly in medical or behaviour science.

For example, algorithms are increasingly being used for medical research, but most drug trials are carried out using data from males from white ancestries, whereas disease patterns, clinical presentation and the required treatment are known to be strongly influenced by gender, ethnicity, and socioeconomic status. This leads to a gap in the evidence regarding the efficacy or safety of drugs on females and those who are not white.181
Actions required of governments, companies and civil society to implement norms and standards

This Manifesto calls for governments to impose stronger regulations on companies in order to shift the onus for data protection from children to companies and governments. Distributive models of data governance should be promoted in order to provide opportunities for child participation, collaboration, and co-creation. Children should also be afforded meaningful redress mechanisms for violations of data rights. Governments themselves must also put in place rules to restrict the reuse of children’s data held by the public sector, and to impose obligations on data intermediary services, drawing on the new European Data Governance Act, which requires publicly available conditions for the re-use of data that are non-discriminatory, proportionate and objectively justified.\textsuperscript{182} Governments should ensure data sovereignty of individual children, as required by the EU, and enhanced in the proposed European Data Governance Act.\textsuperscript{183}

4. **SHIFT** responsibility for data protection from children to companies and governments.

Enforcement of an international data governance framework for children could be carried out at a number of levels. Whereas consent has become a hallmark of data governance for adults, placing them and their agency at the centre, obtaining meaningful consent from children and sometimes their parents is fraught with difficulties. Key to a truly rights-based approach to accountability would be a reversal of the current burden on children and their advocates to bring challenges against companies, organizations, and governments for breaches of children’s data rights, where the onus is on children to prove rights violations. Instead it would require governments to mandate companies to:
• **Produce accessible reports**, audited by an independent third party, on how they are using children’s data, putting the onus on them to prove that they are not violating children’s rights.

• **Be open and transparent about what measures they have put in place** to monitor and track children’s behaviour, how they respond to children’s requests to delete their data, how they use and share data collected from children online, and the nature and extent of any filtering mechanisms to protect children from accessing harmful content. It is very difficult to hold companies accountable for their practices related to children’s data without much more transparency than is currently provided.184

• **Require companies and organizations operating across multiple jurisdictions to apply the highest data protection and child rights protection standards** to their services everywhere, irrespective of children’s or their guardians’ consent to data processes. Companies need to publicly commit to the highest standards of data protection for children, beyond mere compliance with the law. Given the rapid pace of development of technology and associated data collection, processing and storage practices, companies must proactively ensure that they are acting responsibly and according to child rights principles, even when this is not strictly required by law.

• **Senior company officers need to be held personally liable** for protecting children’s data and privacy rights. Making senior company officers personally accountable for breaches of data rights by imposing personal civil penalties could introduce greater incentives to comply with data protection laws. We believe that liability should be commensurate to the level of the decision-making power in the organization or company, and multinational companies based in the West must not be able to appoint national representatives in other countries to take on exclusive liability in this regard. This liability for breaches through gross negligence or disregard for the law, would be a question of fact for DPAs and national courts to determine. This would not be a remedy that exists in isolation from addressing the systems of data protection and privacy that must also be put in place for children, which are necessary to avoid ever reaching a data rights violation that constitutes gross negligence.
• Consider the development of a fair-trade label as a means of standard setting for companies who respect, protect and promote children’s rights in their data processing practices. In order to achieve the fair-trade label, companies would need to open themselves to audit by an independent body tasked with assessing their adherence to specified child rights-based standards as well as data protection compliance.

• Businesses should also be proactive in maximising the use of data for children’s benefit by, for example, sharing anonymized data for research purposes where appropriate, and contributing to open data sets for social good, whilst scrupulously applying the Responsible Data for Children principles.

5. COLLABORATE with children and their communities in policy building and management of their data.

Evolving internet governance frameworks offer different insights that can inform the development of global data governance, allowing for child and youth participation and empowerment, both in policy development, and in management and control of their data. The Global Commission on Internet Governance, for example, advocates a multi-stakeholder and devolved national model of internet governance, rather than a top-down government-led model.185 Devolved governance means that different stakeholders across the public and private sectors and civil society should all have power and influence over regulation of children’s data, and national governments can make subnational authorities responsible for aspects of data governance in their locality. Distributed governance can be said to mediate between multilateral and multi-stakeholder forms of governance, by adding a way to operationalize notions of collaborative, transparent and bottom-up responses to pressing and complex issues.186 This idea of distributed governance is thought to allow for freedom for innovation and interoperability, and greater participation and control by data subjects. This model would foresee increased participation of children, their parents and communities in the monitoring of data collection and use by different parties, and greater say in how the data are processed and for which purposes. It would also require increased transparency by those collecting, using and sharing children’s data.
Child participation and empowerment should become a permanent feature of all data governance frameworks, not a one-off event. This means that children should be involved in the co-creation of data governance protocols and should be active leaders in the stewardship of, and access to, that data. Lessons could be drawn from data governance models built with indigenous communities. In New Zealand, Maori models of data governance are being incorporated into government data governance systems, allowing space for collective rights and not just individual privacy and ownership rights. This concept demands clear lines of accountability for the collection of data, and calls for both benefit- and power-sharing. Similarly, children are collectively impacted by data gathered on them at scale. They should therefore be accorded accountability mechanisms, benefit- and power-sharing.

Distributed governance could also be achieved at local as well as national levels, for example by building on initiatives such as the ones launched in Amsterdam and Helsinki to produce public AI registers which detail how each city government uses algorithms to deliver services. Data registers could be produced at a local level to detail how educational institutions, hospitals and social welfare services are collecting and processing children’s data, including through the use of AI.

Distributed governance models also help to provide greater agency to children in countries with more authoritarian national governments, allowing them to challenge data surveillance practices at a local government level, even where national laws are difficult to challenge for political reasons.

Underpinning the empowerment and participation of children in data governance is the provision of comprehensive digital and data literacy programmes for children, their parents, educators, and the public. Children must be equipped to make informed decisions about the use of their own data, and the implications of giving their consent to data collection by different actors. Done in an age-appropriate way, children (as well as their guardians and educators) can learn and stand to significantly benefit from responsibly used childhood data. Digital literacy programmes should also be inclusive and tailored to meet the needs of children with disabilities, children living in institutions, children on the move, and children from minority ethnic language groups. The draft OECD Recommendation on Children in the Digital Environment recognizes the essential role of digital literacy...
in supporting children in “understanding how their personal data is collected, disclosed, made available or otherwise used.” The need for awareness-raising campaigns on the rights of the child in the digital environment is also echoed by the CRC General Comment No.25.

6. **REPRESENT** children’s interests within administrative and judicial processes, as well as redress mechanisms.

Children or their representatives should be able to invoke internationally agreed norms and standards whenever violations of data rights occur. This could be done by ensuring such norms and standards are reflected in national laws, and by creating mechanisms that allow children to seek redress for data rights’ violations through their local and national courts, via their ombudsperson for children, or through their local data protection authority (DPA).

There is currently a gap in expertise between the international child rights sector and the international data governance sector which goes in both directions. It is vital that people who work on data governance are trained in children’s rights so that they can apply data protection regulations appropriately to child subjects. It is equally crucial that people who work on child rights are trained in data governance, in order to understand the impact of data processing on children’s rights, and to hold data controllers and processors accountable, where necessary, to implement the rights of the child.

**DPAs at both subnational and national levels should employ staff specialized in children’s rights** and should all be able to liaise with regional associations of DPAs. Currently the UK Information Commissioner’s Office employs staff specialized in children’s rights, and has produced the Age Appropriate Design Code (AADC) which guides information society services on how to implement the GDPR in accordance with children’s rights. The Dutch Government also released a Code for Children’s Rights in 2021, which aims to guide designers and developers of digital products on ensuring their products are rights-based, and is reportedly inspired by the AADC. As noted earlier, where countries do not currently have a DPA, they should be established.

**Regional associations of DPAs can also work towards model national laws that are inclusive of children’s rights** and that work in the context of cultural norms and plural legal traditions. The Global Privacy Assembly should endorse the integration of children’s rights into
any new international data governance framework or institution and ensure that children’s rights are implemented through its international network of DPAs, with the involvement of children.

Regional bodies such as the European Union should make compliance with specified internationally agreed norms and standards related to children’s data rights a prerequisite for any adequacy assessment under laws such as the GDPR, prior to allowing trade of children’s data with States outside the EU. States must currently satisfy general data protection requirements and evidence limitations on surveillance of their populations before their data governance is deemed ‘adequate’ by the EU, and these requirements should be expanded to include special provisions related to children’s data rights.

Governments that are signatories to the CRC have a duty to report periodically to the Committee on the Rights of the Child regarding their fulfilment of children’s rights within their national legal, regulatory, and policy frameworks. Governments should include an analysis of their implementation of internationally agreed norms and standards related to children’s data rights in these reports as they relate directly to each of the articles of the CRC, giving due regard to the CRC General Comment 25. Non-profit and multilateral organizations should provide the same information in their alternative reports to the Committee on the Rights of the Child.

Internationally agreed norms and standards related to children’s data rights should be embedded within existing human rights impact assessments, such as those carried out by Ranking Digital Rights, in recognition of the fact that one third of users of the internet are children; most technology companies will therefore have a sizeable user base under the age of 18 whose rights they have a legal duty to protect, promote and respect. Technology companies should integrate data management in their corporate social responsibility reporting, and should publish a data strategy that outlines children’s rights to privacy, data protection, and the principles for management of children’s data throughout the life cycle.
7. PROVIDE adequate resources to implement child-inclusive data governance frameworks.

Allocation of sufficient financial and human resources by governments, the private sector, and the development sector is fundamental to the incorporation of children’s rights into any current or future global data governance regime. As we mentioned above, it is essential that Data Protection Authorities (DPAs) employ staff with expertise in child rights, and that they visibly and distinctly address children’s data, and actively enforce regulatory laws to protect children. This means that governments must ensure funding is available to train DPA staff in child rights, as well as for dedicated child rights specialist positions within each DPA.

Technology companies providing services that may be accessed by children should also ensure they have staff trained on child rights as well as a focal point for children’s data governance. This focal point must be accessible by children and their representatives who wish to make subject access requests, or to seek clarification about other aspects of the use and management of their data by the company. Large teams of staff trained in children’s data rights may be required where companies have extensive regional or global reach.

Donors funding humanitarian or development projects that involve data collection from children should require both a data protection impact assessment and a child rights impact assessment from their applicants as a prerequisite for funding. These impact assessments should draw on the RD4C Principles, and the CRIA framework which is a tool for translating the CRC and the best interests of the child principle into practice.
Enablers of good governance of children’s data

This Manifesto identifies some key enablers of good governance of children’s data, which includes the use of policy innovation and facilitation of cross-country learning in implementing children’s data rights at national and local levels. There also remain some urgent knowledge gaps that need to be filled through further research to ensure that data governance regulations are evidence-based. Finally, we call for international collaboration for children’s data governance, that is inclusive of all regions and allows for knowledge-sharing between the Global North and the Global South in both directions.
8. **USE** policy innovation in data governance to solve complex problems and accelerate results for children.

Policy innovation can help public authorities to make the most of data, while at the same time safeguarding children’s rights and data protection principles and standards. The need for governments to innovate is becoming a central tenet of public policymaking, including in policies related to data. Changes in how policies are conceptualised, developed and tested have the potential to improve policy efficiency and outcomes, solve complex problems, and accelerate results for children. Current examples that can be built upon include:

**Regulatory sandboxes**

Regulatory sandboxes allow regulators to engage with innovators working on products and services that are likely to be used by children and vice versa. The UK Information Commissioner’s Office (ICO) is engaging with innovators intending to implement the Age Appropriate Design Code. Current initiatives accepted by the ICO sandbox include a trial of technology that combines age estimation tools with content-moderated e-sport membership platforms for under-18s with parental consent options, including the use of age estimation for parental consent. Another trial involves an initiative from a privacy and consent management platform that aims to help companies become compliant with data privacy regulations worldwide, which is seeking to enhance its consent management platform by providing child privacy consent management.

The success of the UK Financial Conduct Authority’s regulatory sandbox has led towards efforts to create a global regulatory sandbox which would facilitate cross-jurisdictional referral systems, promote regulatory convergence, and help firms understand the regulatory environment in selected key markets. A global regulatory sandbox focused on children’s data could be a useful mechanism for ensuring that regulations work across borders and importantly comply with international human rights and children’s rights laws and standards.
Data trusts

Data can be protected, managed, and overseen on behalf of children through the use of data trusts which provide independent, fiduciary stewardship of children’s data. The Open Data Institute defines stewardship of data as “collecting, maintaining, and sharing it, and in particular deciding who has access to it, under what conditions and to whose benefit.” Data trusts have been noted as a personal data intermediary with significant potential by the European Commission in the 2020 European strategy for data. They can be used at a city or local level to allow for community consent to data collection where individual consent may not be feasible, but it is still important for citizens to be involved in decisions on how their community’s data is used. In the case of children some thought would need to be given to parental consent in relation to data trusts, and the age at which children should be deemed competent to consent on their own behalf.

Data intermediaries

The EU Data Governance Act highlights the importance of data intermediaries and data altruism organizations as data governance mechanisms. The MyData operator is a human-centric model of data intermediary that provides a reference framework, including functional elements of identity management. The MyData model could be adapted to ensure that it meets the specific needs and abilities of children at different development stages and ages. MyData Global proposes that the use of data intermediaries can help to empower children by improving their right to self-determination regarding their personal data.

What is a data fiduciary?

A data fiduciary relationship is one in which the child is dependent on a ‘data steward’ to decide when and how their data can be used and by whom, and to manage the child’s data on their behalf. The data steward typically has a duty of care, loyalty and sometimes confidentiality, to the child.
9. **BRIDGE** knowledge gaps in the realm of data governance for children. There are some urgent knowledge gaps that need further research to ensure that data governance regulations are evidence-based.

Through the process of the development of this Manifesto, some critical knowledge gaps were identified in relation to children’s data governance. Filling these gaps through research, analysis and expert consultations will allow policy makers, data practitioners and child rights’ advocates to develop better targeted policies and solutions for children.

- **There is a need for the development of a ‘typology of harms’** that can enable research and evidence generation of the types of harms caused by breaches of children’s data rights and privacy rights.

- **The concept of “consent” to data processing needs to be better understood and defined**, including consent from children at different ages and stages of childhood and in different contexts. The concept of informed and meaningful parental consent to data processing also needs to be revisited from a child rights perspective. An assessment should be made of parents’ or caregivers’ capacity to make a decision in the best interests of the child related to data collection, and whether this is an unreasonable burden to place on them.

- **Further scholarship is needed to address some of the emerging tensions between children’s rights to data protection and privacy with their other rights.** In some situations, children’s data could be collected and processed excessively while aiming to protect them from serious harms such as sexual exploitation and abuse, or while aiming to promote their rights to access education and health care. There is a need for detailed guidance on how to apply the necessity and proportionality test to children’s data rights.

- **There is a need to elaborate on the application of the concept of the “best interests of the child” and of the child’s “well-being”, in the context of data processing, profiling, nudging, and the right to self-determination.** It would be useful for a set of indicators to be developed in this regard that can be used by policymakers as well as the industry.
• Monitoring and evaluation of the impact of different approaches to data protection regulation on children should be carried out, to form a shared evidence base and to improve good practice going forwards.

This research will be essential in ensuring clarity in legal concepts related to children’s data governance, and their implementation. This Manifesto calls on the data governance community to work towards as much legal certainty as possible to provide the parameters for good governance of children’s data. If legislation on data is not clear, then meaningful governance becomes close to impossible. This issue is especially relevant for childhood data, where potential harms can be significantly more severe than is the case with other personal data.

10. **STRENGTHEN** international collaboration for children’s data governance and promote knowledge and policy transfer among countries.

This Manifesto echoes recommendations made to the G20 in 2020 that governments should aim for multilateral consensus on data governance, and calls for greater global coordination in terms of law and policy. Uncoordinated national-level data governance laws can lead to competing assertions of jurisdiction and conflict of laws. This prevents actors from properly addressing abuses online and favours the rule of the strongest, further widening the divide between the Global North and the Global South.

This Manifesto calls for increased collaboration between data governance actors internationally, to allow for governments and other leaders to learn from each other regarding innovative policy approaches to incorporating children’s rights in data governance frameworks. It is crucial that this knowledge transfer is not just from the Global North to the Global South, but that emerging data governance regimes that can be usefully applied to children are also considered in global governance regimes. For example, Ubuntu philosophy from sub-Saharan Africa (see page 76) can be used to inform policymaking related to automated decision-making and its use on children; or the Non-Aligned Movement – a forum of 120 developing world States – could be harnessed to ensure the interests of children from the Global South are included in global data governance mechanisms. Lessons can also be learned from the Maori approach to collective ownership of data mentioned above.
There should also be space for international collaboration and leadership across civil society organizations in setting standards for children’s data governance, challenging the binary choice between government regulation and industry self-regulation. So far, we have seen an emphasis on industry self-regulation, largely due to an assumption that expertise is concentrated in the private sector, and that the public sector is unable to keep up with the pace of innovation. This overlooks the increasingly important role played by civil society organizations which also have considerable expertise, are not constrained by the bureaucracy of the public sector, and have core values that are centred in children’s rights. The CRC General Comment 25 states that governments should systematically involve civil society in the development and implementation of laws and policies related to children’s rights in the digital environment.
Ubuntu as an ethical human rights framework for artificial intelligence governance

Mhlambi argues that “the relational sub-Saharan African philosophy of ubuntu reconciles the ethical limitations of rationality as personhood by linking one's personhood to the personhood of others”. Ubuntu can be used to show that the harms caused by artificial intelligence, and automated decision-making systems (ADMS) in particular, are in essence violations of ubuntu’s relational personhood and relational model of the universe. Postcolonial African philosophy argues that the economic, political, and social inequalities that dominate the processes that shape the creation of artificial intelligence are neocolonial and are assaults on human dignity. Mhlambi makes technical and policy recommendations for addressing the negative effects of artificial intelligence systems as follows:

- The data collected from users that powers ADMS should be used for public good and made available to the public in ways that protect privacy and promote the well-being of society;
- Communities should be able to treat their data as intellectual property that can be licensed or revoked from online platforms;
- Greater funding and access to technical skill sets must be made available to the most disenfranchised;
- The ways in which algorithms make considerations should allow users to be able to directly shape the recommendations they receive; and
- Technology companies should tailor recommendations with agreed upon social ideals based on human dignity and social cohesion.

Civil society organizations could take an alternative approach by engaging in the development of collaborative standards for children’s data in the open. This may prove to be a fruitful mechanism for civil society to put forward detailed standards related to children’s data governance, grounded in international human and children’s rights. Open source development focuses more on output than process, and would be a fluid way to promote collaboration across jurisdictions to enable the collective writing of international standards related to children’s data rights.
This Manifesto is the beginning of a process, and the first step in ensuring that children’s rights are given due weight in data governance legal frameworks and processes as they evolve around the world.

The way forward

We hope that this will be a living document that is built upon as the data landscape for children changes in the future. Each of the working group members will take this Manifesto forwards in their own work and in! their own regions, and much work remains to be done. We hope that this document encourages those who are concerned about child welfare and their rights to use our findings and recommendations and to develop more concrete action points. Some of these have already been brought to our attention during the process of the development of the Manifesto. They could include:

- Development of concrete guidance on how to work at national and subnational levels to ensure that children’s rights are included in data governance regulations and strategies;

- Development of model regulations on data governance that include children’s rights and interests;

- Development of guidance for the private sector to ensure they incorporate the highest standards of data governance for children into their policies and practices; and

- Development of impact assessment tools to measure the level of compliance and impact of data collection and processing on children.

Now that global attention is starting to turn to the need to improve governance of data and of the technology sector in general for everyone, it is critical that children’s rights are given due consideration and a central role in new envisaged legal and regulatory landscapes.
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